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The rapid growth of ocean exploration has led to an increase in the
demand of sonar images, since they contain a great amount of infor-
mation collected by sonar systems such as distributions of underwa-
ter creatures and minerals. For further analysis, sonar images usu-
ally need to be transmitted via underwater acoustic channel (UAC).
However, the hostile nature of UAC makes the transmitted sonar
images have high probability to be afflicted with distortions intro-
duced in transmission procedures. To monitor image quality, a partial-
reference sonar image quality predictor (PSIQP) is proposed in this
paper. A unique property that differentiates the proposed PSIQP met-
ric from existing works is the consideration of the viewing behavior of
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the human visual system for sonar images, which motivates us to take
both image perception and understanding into consideration. The re-
sults of experiments based on sonar image quality database show that
the proposed metric provides accurate predictions across a variety of
compression and transmission distortions.

I. INTRODUCTION

Sonar can be used for hydrographic surveying and chart-
ing, sea life monitoring, and ocean rescue, etc. The quality
of sonar image plays a crucial role in above-mentioned ap-
plications [1], [2], and it is necessary to send sonar images
to a remote location for further analysis. Due to the poor
condition of underwater acoustic channel (UAC), quality
degradation is more easily to be introduced than in the ter-
restrial channel. The loss of information in transmission
procedures (e.g., source compression coding and packet
transmission) limits the visibility of the received images.
Hence, sonar images transmitted via UAC are usually af-
flicted with noise, blur, structural degradation, and other
distortions, and it is necessary to establish an effective ob-
jective quality assessment metric of sonar images.

There have been many categories of image quality as-
sessment (IQA) methods when classified based on types of
source images, including but not limited to IQA of nature
scene images (NSIs) [3]–[5], screen content images (SCIs),
[6], [7], stereoscopic images [8], [9], and medical images
[10], etc. All these IQA methods were developed by con-
sidering the characteristics of relevant source images. For
example, NSIs usually have rich color variations, complex
texture content, and thick lines, which forming the pattern
primarily for entertainment, while SCIs are mixed with
NSIs and computer graphical content and full of uncom-
plicated shapes, limited color, and thin lines [11]. Stereo-
scopic images have higher dimensions, and medical images
always reflect the scenes that can only be understood by
experienced professionals. All these characteristics make
existing IQA methods sort of ad-hoc for a specific type
of image. Sonar images mostly have gray level, low con-
trast, and the structural information attracts more attention
of viewers because sonar images are used for mapping and
detecting instead of aesthetic appreciation in general. The
characteristics and viewing behaviors of sonar images lead
to the failure of existing IQA models to evaluate sonar im-
age quality. So sonar IQA models need specially design
according to their characteristics.

To tackle the problem of sonar IQA, the availability
of reference needs consideration first. Most widely used
IQA methods follow the full-reference (FR) approach due
to its good performance. But there are some applications
that are reference unavailable or are not entirely reference
available, e.g., quality monitoring for image acquisition
and transmission, etc. In those cases, reduced-reference
(RR) methods [12]–[16] and no-reference (NR) methods
[3], [6], [7] may be more appropriate. Current NR IQA
methods usually do not perform well because they evaluate
quality exclusively based on distorted signal and without
any reference available, while RR IQA methods achieve
better results than NR methods [17]. In the situation of
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underwater acoustic transmission, a reference image would
generally not be available at the receiver side, but partial
information of original image can be transmitted to the
receiver side as a reference via an ancillary channel or as
an invisible and robust watermark embedded in transmitted
image. Thus, the partial-reference sonar image quality
predictor (PSIQP) is proposed in this paper.

Most existing quality evaluation algorithms aim to gen-
erate perceived quality scores, but subjective quality scores
evaluated for sonar images considering the image utility as
well [18]. Most sonar images are used for practical applica-
tions, for example, rescuing, underwater searching, under-
water biological detection, and seabed mapping. In subjec-
tive quality assessment of sonar images, the evaluation will
not be affected by any aesthetical element, but instead, im-
age understanding is an important step in above-mentioned
sonar image applications. Due to the essential role of image
understanding for sonar image utilities [19] and the viewing
behavior of the human visual system (HVS), the following
factors will influence the quality of a sonar image.

1) The clarity of object contained in the image.
2) The amount of information can be extracted from the

image.
3) The decrease of comfort due to quality degradation.

In accordance with these three factors, the PSIQP met-
ric is designed with a three-stage framework. The first stage
concerns the human perception of sonar images. It can be
affected by the amount of information contained in a sonar
image and the feeling of “comfort” provided by a sonar
image. In this stage, too little useful information, too much
useless information, or a drop of comfort due to the qual-
ity degradation will all lead to the decrease of perceived
quality. The information and comfort indices will be ex-
tracted to reflect the quality perception of a sonar image.
The second stage is influenced by image understanding
that it is related to the effectiveness of sonar images. One of
the essential approaches to understand a sonar image is to
identify the object contained in it [20]. According to some
research results in image processing, the structure plays a
crucial role in object identification. Therefore, the structural
similarity between the original and distorted sonar images
is employed in this stage to represent the usefulness of a
sonar image. Finally, the information and comfort indices
and the structural similarity are systematically integrated
for quality prediction in the third stage.

We arrange the reminder of this paper as follows.
Section II describes the detail of our PSIQP metric explic-
itly. In Section III, performance comparisons of the PSIQP
metric with selected existing RR and FR IQA methods are
performed on the sonar image quality database (SIQD),
which consists of sonar images and their distorted versions.
We conclude this paper in Section IV.

II. PROPOSED PSIQP METRIC

A. RR-IQA-Based Underwater Transmission System

In many (if not all) applications, it is necessary to send
images captured by sonar to a remote location for further

Fig. 1. Influence of three bits error occurred in bits with different
importances. (a) Reference sonar image without bit error. (b) Three
bits error in important part. (c) Three bits error in unimportant part.

Fig. 2. Framework of a RR-IQA-based sonar image transmission
system.

analysis, which needs human decision because it is dif-
ficult to achieve automatic underwater target recognition
according to the current state of the art. Compared to ter-
restrial channel, UAC presents a more constrained com-
munication environment: More narrow bandwidth, longer
transmission delay, larger and faster changed Doppler fre-
quency shift and rapid fluctuation, etc [21]. Considering the
limited channel bandwidth and large data amount of image,
it is essential to apply efficient source coding for data com-
pression. Since the importance of different parts in a bit-
stream after source coding is different in many cases [22],
and there exists distortion concealment effect in the HVS
[23], transmitted image quality evaluation based on quality
of service indices such as bit error ratio have not always
proved effective. As illustrated in Fig. 1, the occurrence
of three bits errors in an important part of a compressed
stream severely damages the image while three bits errors
occurring in an unimportant part has little impact on image
quality. Since the reference signal is not entirely available
for underwater transmission, RR IQA plays a pivotal role
in monitoring the quality of sonar image transmitted via
UAC.

The first attempt of RR-IQA is proposed in [24] for mon-
itoring the real-time video quality over wireless communi-
cation channel. Then, this philosophy is extended to differ-
ent applications [12], [25]. For the underwater transmission
system, RR IQA can serve as a guidance of post processing,
e.g., retransmission, image restoration. The framework of
a RR-IQA-based transmission system is depicted in Fig. 2.
In the sender side, the reference signal of image captured
by sonar will first be extracted. Then, the image is trans-
mitted via UAC to a remote location for further analysis
after being compressed. As for the reference signal, most
existing works protect it by assuming an error-free ancillary
channel with low data rate. In this paper, we consider an-
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other viable option for reference signal transmission. There
exists a kind of invisible watermarking strategy with high
robustness, such kind of watermark is one viable alterna-
tive to ancillary channel for its ability of transmitting the
reference signal alone with sonar image without being dis-
torted. In receiver side, the feature extractor is applied to
the received distorted image. The features extracted from
the original and distorted sonar images are both employed
in the sonar IQA. Finally, the post processing [26], [27] is
conducted according to the result of RR sonar IQA. For
RR sonar IQA, features should be selected considering the
characteristics of the HVS and sonar images, and summary
the quality of the whole image, such that the result of feature
processing in receiver side can reflect the quality of sonar
images and the post processing will be more effective.

B. Information and Comfort Indices

As mentioned earlier, the proposed PSIQP metric has
a three-stage framework. The first stage considers image
perception, which has no influence on the effectiveness of
a sonar image but impacts viewers’ general impression of
a sonar image. These two factors are considered in the
first stage: how much information will be extracted from
images; and how comfortable the images are. The former
can be measured by image entropy, since the variation of
entropy introduced by distortion will disturb the extraction
of useful information [28], while the latter is related to some
high-order statistics. According to information theory [29],
the entropy of an image is connected to the amount of
information it contains. The entropy of a sonar image I is
defined as

C1 = HI = −
255∑

i=0

Pi logPi (1)

where i denotes the pixel value, Pi denotes the gray-level
distribution of sonar image I .

According to some recent findings in neuroscience, the
high-order statistics are related to human sense of “com-
fort.” In this paper, the third- and fourth-order statistics
(skewness and kurtosis) are adopted to reflect the comfort
of perception. Skewness measures the asymmetry of prob-
ability distribution of a real-valued random variable about
its mean. There exists a connection between skewed statis-
tics and glossiness [30]. When a sonar image has a negative
skewed statistics, it tends to appear lighter and less glossy
than a similar image with higher skewness. We include the
skewness defined as follows in the proposed PSIQP metric
as the first comfort index:

C2 = skewness(I ) = E

[(
I − E(I )

σ (I )

)3]
(2)

where σ (I ) denotes the variance value of a sonar image I .
In probability theory and statistics, kurtosis measures the
“tailedness” of probability distribution of a real-valued ran-
dom variable. Existing work shows that changes of absolute
kurtosis value do occur when the perceptual comfort is re-
duced. The kurtosis employed as the second comfort index

Fig. 3. Edge maps (bottom four images) extracted from sonar images
(top four images). (a) Reference sonar image of a hull intake. (b) Sonar

image distorted by SPIHT coding, MOS = 37.23. (c) Sonar image
distorted by ComGBR coding, MOS = 34.07. (d) SPIHT-coded sonar

image distorted by bit error, MOS = 26.84.

in this paper, and it is defined as

C3 = kurtosis(I ) = E

[(
I − E(I )

σ (I )

)4]
− 3. (3)

The information and comfort indices are extracted in the re-
ceiver side, and will be integrated into the proposed quality
predictor alone with structural similarity to be introduced
in the following section.

C. Structural Similarity

In the second stage, which related to image understand-
ing, the structure becomes an important impacting factor of
image quality since it is essential for object identification
in most applications of sonar images. And the object
identification is a reasonable approach to understand sonar
images. The effectiveness of edge/gradient-based IQA
methods along with their capability of representing image
structure has been reported in [4], [31], and [32]. The edge
map is employed in our PSIQP metric to represent the
structural information of a sonar image. We illustrate its
effect on object identification in Fig. 3. Fig. 3(a) shows the
original sonar image of a hull intake, while Fig. 3(b)–(d)
shows the distorted versions of Fig. 3(a). The mean opinion
scores (MOSs), which represent the subjective opinions of
image qualities, of distorted images are also provided in
Fig. 3. As can be seen from Fig. 3(a)–(c), information is
being lost as the decrease of image quality, but the contour
(a representation of image structure) of main object still
remain in the distorted images. According to the contour,
we can approximately understand the image though many
details have been lost due to distortion. When the structure
has been totally destroyed, as shown in Fig. 3(d), we cannot
understand the image since the object in it is hardly to be
identified. The edge maps of these distorted images are
shown in Fig. 3(e)–(h). We can conclude form Fig. 3(e)–(h)
that edge maps can reflect the structure information for
sonar images, which is important for image understanding.
From the existing edge extractors, Canny operator is
selected in the PSIQP metric for its good performance. The
edge map extracted by Canny operator for a sonar image
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is denoted by E. Then, considering the interplay between
adjacent pixels, a median filter M is employed to reduce
the impact of “blocking” artifacts [33]

EM = E ⊗ Mn (4)

where n denotes that the size of the median filter is n × n

and ⊗ denotes the convolution operation.
It is difficult to transmit EM to the receiver side directly

due to its big data volume, the information contained in EM

needs to be summarized with smaller amount of data. In
terms of this issue, the normalized histogram is adapted to
represent the distribution of EM . Specially, the EM is first
preprocessed by being divided into m × m blocks consid-
ering the “uncrowded window.” Research shows that the
visual system recognizes an object by feature detection and
combination. “Crowding” occurs when objects are too close
together and features belong to several objects are combined
into a jumbled percept. In most of the time, the human vi-
sual field is crowded, sparing only a central “uncrowded
window.” At a typical viewing distance, only the object in
a local area within an “uncrowded window” can be distin-
guished clearly, and outside of this window, objects are too
crowded to be distinguished. To identify objects that now lie
outside of the window, we must move our eyes to bring our
window to those objects [34]. Since we have considered the
interplay between adjacent pixels by employing median fil-
ter in E, the blocks of edge map are nonoverlapping. Then,
the normalized histogram h(i) is established for edge map
block Ei

M , where i = 1, 2, . . . , k, k is the number of blocks
for one edge map. The h(i) is a two-dimensional array, two
elements in which represent the probability of “edge” and
“no edge” in this block respectively, since edge map is a
binary image. The sum of these two elements is 1, so there
is only one number need to be transmitted and compared
for each edge map block. In this paper, the probability
of “edge” is selected as the representation of normalized
histogram for each block. The normalized histogram for
edge map of the reference sonar image is denoted by hf (i),
while the normalized histogram for edge map of the dis-
torted sonar image is denoted by hd (i). Unlike EM , hf (i),
and hd (i) are not binary matrices. Finally, we measure the
structural similarity Q(i) for each block i by calculating
the similarity of hf (i) and hd (i) using (5)

Q(i) = 2hf (i) · hd (i) + δ

h2
f (i) + h2

d (i) + δ
(5)

where δ is a small constant to avoid instability when
h2

f (i) + h2
d (i) is equal to 0.

In most cases, active areas are saliency areas, that is,
objects in active areas attract more visual attention than
objects in inactive areas. To take the influence of saliency
into consideration, we assign the weight for Q(i) accord-
ing to the activity of corresponding image block. Since
researchers analyze the received sonar image without ref-
erence information, only the activity of the received image
will be considered in the proposed PSIQP metric. In re-
ceiver side, the received image is first divided into m × m

blocks (the same size as the edge map block). The image

Fig. 4. Examples of the active maps of received sonar images. (a)
Received sonar image with MOS = 69.32. (b) Received sonar image
with MOS = 34.88. (c) Received sonar image with MOS = 55.74.

Activity maps (bottom four images) of sonar images (top four images).

activity measurement (IAM) [35] is then employed to de-
tect the activity of each image block. The activity (IAM0)
of a k1 × k2 image block b is defined as

IAM0 = 1

k1 × k2
[A′ + B ′] (6)

where A′ and B ′ are defined as

A′ =
k1−1∑

i=1

k2∑

j=1

|b(i, j ) − b(i + 1, j )|

B ′ =
k1∑

i=1

k2−1∑

j=1

|b(i, j ) − b(i, j + 1)|. (7)

The IAM is employed in each block of the received image
to get the activity map IAMmap. The normalized activity
map IAMmap is achieved as a weighting function of Q

IAMmap(i) = IAMmap(i)∑n
i=1 IAMmap(i)

. (8)

Fig. 4 shows some examples of normalized activity
maps for different received sonar images. For clearer obser-
vation, we enlarge the activity maps. As can be seen from
Fig. 4, though top row images have different distortions,
blocks that contain main object have higher activities. The
weighted structural similarity for a received sonar image
using the normalized activity map is obtained as

C4 = Q̂ =
n∑

i=1

Q(i)IAMmap(i). (9)

D. Integration

We combine the information index, comfort indices,
and structural similarity to generate the PSIQP metric

PSIQP =
4∑

i=1

pi · Ci (10)
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Fig. 5. Framework of the proposed PSIQP metric.

where p1 to p4 are weights of information index, comfort
indices, and structural similarity. These parameters are de-
termined as p1 = 0.169, p2 = −1.614, p3 = 0.196, p3 =
54.46. The determination of these parameters will be ana-
lyzed in following section. The framework of the proposed
PSIQP metric is shown in Fig. 5.

III. EXPERIMENTAL RESULTS AND ANALYSIS

A. Database and Evaluation Protocols

The performance of the proposed PSIQP metric is vali-
dated in the SIQD database [36], which consists of images
captured by acoustic lens sonar or side-scan sonar. The
SIQD database contains 40 reference images with some
typical underwater scenes, such as swimmer, underwater
creatures, seabed, and shipwrecks. As presented in Fig. 6,
these reference images are corrupted by compression and
bit errors to generate distorted images with four distortion
types at four to six distortion levels. Two types of com-
pressed sonar images in the SIQD database are obtained
using ComGBR coding [37] and SPIHT coding [38], which
provide with good robustness and high compressibility, re-
spectively. The other two types of distorted images due to
bit error are collected by making man-made bit error in
bitstreams after SPIHT coding and ComGBR coding, re-
spectively. Each image in the SIQD database is subjectively
rated by at least 25 viewers, then the MOS for each image
is collected. For more details about the subjective experi-
ments to collect MOSs, readers can refer to [36]. Overall,
the SIQD database gathered 40 reference images and 800
distorted images along with their MOSs to be used in this
study.

A logistic procedure is applied in this paper between
MOSs sm and objective scores so to remove the nonlinearity
caused by subjective rating process

sp = β1

(
1

2
− 1

1 + exp (β2(so − β3))

)
+ β4so + β5 (11)

where sp denotes IQA score after regression, and β1 to
β5 are parameters of the regression model. To prevent

Fig. 6. Reference sonar images.

correlation value from being lowered too much by a misor-
dering of human performance values that are nearly identi-
cal [39], an isotonic (or monotonic) regression is employed
between sm and so

smono = f ↑
⋃

f ↓ (12)
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TABLE I
Performance Comparisons Among RR IQA Models

on the SIQD Database

where f ↑= h(·) : h(w) ≥ h(z), ∀w > z and f ↓= h(·) :
h(w) ≤ h(z), ∀w > z, w, z ∈ so. We estimate the perfor-
mance of an IQA metric from the following three aspects
in this paper.

1) Prediction monotonicity, which is measured by Spear-
man rank order correlation coefficient (θs) and Kendall’s
rank order correlation coefficient (θk) between sm and
so.

2) Prediction accuracy that is judged by Pearson linear
correlation coefficient (θp) between sm and sp.

3) Prediction consistency, which can be estimated using
root mean square (θr ), mean absolute error (θm) between
sm and sp, and monotonic correlation coefficient (θmono)
between sm and smono.

High values in θs , θk , θp, and θmono, and low values in
θr and θm mean superior correlation with subjective scores.

To evaluate the performance of proposed PSIQP metric,
we compare it with five RR IQA metrics and eleven FR
IQA metrics. The selected IQA metrics for performance
comparison include:

1) classical FR PSNR, SSIM [33], VSNR [40];
2) state-of-the-art FR FSIM [41], MAD [42], VSI [43],

GMSD [31], PSIM [32], GSM [4], ADD-SSIM [44],
LTG [45];

3) popular RR OSVP [13], RIQMC [14], SDM [15], QMC
[12], RWQMS [16].

They all have achieved good performances for NSIs.

TABLE II
Comparison of the Statistical Significances of the PSIQP Metric and

Five RR IQA Metrics on the SIQD Database

TABLE III
Comparison of θmono of the PSIQP Metric and Five RR IQA

Metrics on the SIQD Database

B. Performance Measures and Statistical Significance
Performance comparisons between proposed PSIQP

and five RR IQA metrics are tabulated in Table I. We high-
light the best-performing algorithm in bold font, and the
second-performing algorithm by underline. To test the per-
formances of IQA metrics for different distortions belong-
ing to the SIQD database, we group test images by distortion
types such that images distorted by ComGBR compres-
sion coding and SPIHT compression coding as “Class 1”
and “Class 2,” respectively, those distorted by bit error in
ComGBR and SPIHT bitstreams as “Class 3” and “Class 4,”
respectively. Sonar images in “Class 1” are mainly cor-
rupted by a kind of blur caused by ComGBR, which is
a compression coding scheme based on compressed sens-
ing, while noneccentricity distortion and another blur-like
distortion caused by SPIHT is main distortion contained
in sonar images of “Class 2.” Sonar images in “Class 3”
mainly contain noise. There are messy, unnatural marks in
sonar images from “Class 4.”

As listed in Table I, the proposed PSIQP metric is among
the best for most of distortions in the SIQD database. For
“Class 2” and “Class 4,” our PSIQP metric has gained the
best prediction accuracy, monotonicity, and consistency. To
specify, for “Class 4,” the PSIQP metric acquires the pre-
diction monotonicity (θs) of beyond 0.84, the prediction
accuracy (θp) of larger than 0.85. Almost all the selected
RR IQA metrics fail on images from “Class 2” though the
proposed model shows the best performance among them,
which indicates that the noneccentricity distortion may con-
fuse the prediction of subjective quality. For “Class 3,” the
PSIQP metric is among the best in the comparison of pre-
diction monotonicity (θs and θk). For prediction accuracy
and consistency, our metric is a little worse than RWQMS
and OSVP. And among selected testing RR IQA metrics,
only these three IQA metrics (RWQMS, OSVP, and PSIQP)
show reasonable performance for “Class 3.” For “Class 1.”
the QMC and OSVP are matchable with (in fact, a little in-
ferior than) our metric. Among these four distortion types
included in the SIQD database, the worst prediction mono-
tonicity (θs) gained by the PSIQP metric is 0.665, the worst
prediction accuracy (θp) is 0.673, the worst prediction con-
sistency (θr ) is 9.543, while the other selected RR IQA
metrics may achieve good performance at one distortion
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TABLE IV
Performance Comparisons Between Eleven FR IQA Metrics and Proposed PSIQP Metric Based on the SIQD Database

TABLE V
Complexity Comparison (Seconds/Image) of the PSIQP Metric and Four

RR IQA Metrics on the SIQD Database

type but behave badly at the other distortion types. This in-
dicates that the robustness of the PSIQP metric across four
distortion types contained in the SIQD database is better
than other selected RR IQA metrics’. To conduct an overall
comparison on the entire SIQD database, we tabulate the
performances of all the selected RR IQA metrics and the
proposed PSIQP metric in the last five rows of Table I. It
is obvious that the proposed PSIQP beats other competing
quality measures. Only the PSIQP metric achieves perfor-
mances greater than 0.75 for θs and θp and greater than
0.56 for θk , but lower than 9.1 for θr and lower than 7.1
for θm. Relative to the second-ranking RR IQA metric, the
performance gain of the proposed PSIQP metric is around
7.5% in terms of θs , 10% in terms of θk and over 6.5%, 7%,
7.9% in terms of θp, θr , and θm, respectively, which indi-
cates the promotion in performance accuracy, consistency,
and monotonicity.

The comparison of statistical significance is conducted
in this paper by calculating residuals of the PSIQP metric
and each of selected RR IQA metrics using F-test with as-
sumption that the significance level is 0.05. As tabulated
in Table II, symbols “+1,” “0,” and “−1” mean that the
proposed PSIQP metric performs statistically (with 95%
confidence) better, undistinguishable and worse than corre-
sponding test RR metric, respectively. The results show that
the PSIQP metric is statistically better than most of the se-
lected RR IQA metrics (QMC, RWQMS, SDM, RIQMC),
and equivalent to the OSVP.

Since not all the possible monotonic functions can be
captured by the logistic function, which is used in θp, θmono

provides a reasonable measurement of how well a mono-
tonic function fits the sequence pair by employing an iso-
tonic regression. Table III shows θmono of the PSIQP metric
and five RR IQA metrics on the SIQD database. Obviously,

the proposed PSIQM shows the highest θmono, which indi-
cates that it is a worthier quality measure when compared
with selected RR IQA metrics for sonar images on the SIQD
database [39].

We also include the performance comparison results of
the proposed PSIQP metric with eleven FR IQA metrics as
shown in Table IV. The results validate the superiority of
the proposed PSIQP metric on the SIQD database, beating
other selected FR quality models. The other conclusions
that can be obtained from Table IV are as follows.

1) The state-of-the-art FR IQA metrics show worse perfor-
mances than our PSIQP metric but perform better than
classical IQA metrics on the SIQD database.

2) Except our PSIQP metric, the PSIM shows the best pre-
diction monotonicity.

3) The ADD-SSIM achieves the second best prediction
accuracy while the best one is the PSIQP metric.

4) The prediction consistency acquired by VSI is only
worse than the proposed PSIQP metric but better than
the rest of the FR IQA metrics.

C. Testing of the Parameter Sensitivity

Since the contents included by a database are limited,
the performance of quality model may be influenced by
the contents of the test images to some extent. A good
IQA method must be content-insensitive, while a poor IQA
method is very dependent on the training set. We test the
sensitivity of four parameters used in the integration stage
as shown in (10). The values of these four parameters are
determined after 100 parameter fitting processes with dif-
ferent content grouping. The SIQD database is divided into
one training set with 672 images of 32 kinds of contents and
one test set, which includes 168 images of the other eight
kinds of contents in each process. The above division is re-
peated 100 times, the parameter fitting process is run over
100 iterations, and 100 groups of weighting parameters are
obtained as shown in Fig. 7. The dots indicate 100 fitting re-
sults, while the five-pointed star, asterisks, horizontal line in
the box, bottom and top of the box indicate the mean value,
the maximum and minimum value, median value, upper
and lower quartile of these 100 fitting results, respectively.
It is obvious that weighting parameters obtained from 100
parameter fitting processes are different but distribute in a
small range, which indicates the insensitivity of weighting

2782 IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS VOL. 54, NO. 6 DECEMBER 2018



Fig. 7. Results distributions and box plots of 100 fitting processes. (The
horizontal axes corresponds to the weighting parameters, and the vertical

axes corresponds to the fitting results of four parameters.)

parameters. Then, we determine the weighting parameters
using mean values of fitting results of 100 iterations.

D. Complexity Comparison

The average consuming times of the proposed PSIQP
metric and four selected RR IQA metrics on the overall
840 images of size 320 × 320 in the SIQD database are
tabulated in Table V. The comparison of computational
costs were run using the software platform of MATLAB
R2012b on a computer with 3.20 GHz CPU processor and
8.00 GB RAM. We obtain the source codes of selected
RR IQA metrics from their authors or websites. It can be
observed in Table V that our PSIQP metric is about three
times faster than the SDM, which performs second only to
the PSIQP metric.

E. Intuitive Comparison

For visual comparison, Fig. 8 shows examples of the
quality predictions provided by the PSIQM metric, which
are very close to the actual human performance (MOS val-
ues) provided by the SIQD database. The scatter plots be-
tween MOS and quality predictions yielded by five se-
lected RR IQA metrics and the PSIQP metric are presented
in Fig. 9. In each scatter plot, distinct symbols are used
to discriminate different distortion types as mentioned in
Section III-B: Red circle for “Class 1,” green square for
“Class 2,” deep-blue diamonds for “Class 3,” blue trian-
gle for “Class 4,” and purple inverted triangle for reference
images without any distortion. Compared with the scatter
plots of the other RR IQA metrics, qualities predicted by
our PSIQP metric show the best correlation to MOSs. And
for different distortion classes, the proposed PSIQP metric
is robust across four types of distortions contained in the
SIQD database though there are still some aberrant data
points. As shown in Fig. 9, most aberrant data points are
from “Class 3,” that is, the sample points associated with
“Class 3” are away from the sample points belong to the
other three distortion types. These aberrant points are the
optimization objects for further work.

Fig. 8. Examples of the quality predictions provided by the PSIQM
metric. (a)–(c) Reference SIs. (d) Distorted version of (a), MOS = 54.23,

PSIQM score = 54.19. (e) Distorted version of (b), MOS = 29.79,
PSIQM score = 30.01. (f) Distorted version of (c), MOS = 49.19,

PSIQM score = 49.26.

Fig. 9. Scatter plots of MOS versus model predictions. Each sample
point stands for a test image. (a) QMC. (b) RWQMS. (c) OSVP.

(d) SDM. (e) RIQMC. (f) PSIQP.

F. Discussion and Future Work

Actually, there is another issue about RR IQA deserv-
ing further discussion and research, that is, the transmission
scheme of reference signal. A reliable transmission scheme
of reference signal is crucial for RR IQA metric, since
the comparison between reference and distorted signal has
great influence on the predicted quality. Many relative re-
searches, such as [16], [46], tend to assume an ancillary
channel that is error-free. In this situation, to tackle the
problem, the following operations may make the differ-
ences:

1) compressing the data volume of reference signal;
2) increasing the code redundancy for more powerful error-

correcting ability;
3) reducing the data rate.

Since the UAC only provides with relatively limited
bandwidth and unstable link, for such ancillary UAC, the
reliability needs further discussion and experiments.

Apart from the ancillary channel, another possible so-
lution is to embed the reference signal in the transmitted
image as a watermark. To accomplish the task of carry-
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ing reference signal without distortion (or with acceptable
distortions) to the receiver, the watermark should have fol-
lowing features. The first is the invisibility, that is, the em-
bedding of watermark should not influence the quality of
the carrier image. The second is the robustness to ensure
reliable transmission of reference signal. Since the refer-
ence signal represents the information of original images,
the damage of it will lead to quality evaluation error. The
last one is blind extraction to ensure reliable receiving of
reference signal. Nowadays, there are many research re-
sults concerning invisible watermark achieving reasonable
robustness and blind extraction [47]–[51]. Despite the prob-
lems such as the robustness is kind of dependent on the
content of carrier images and limited embedding capacity,
watermark shows its potential of being reliable carrier of
reference signal, and some further efforts can be made to
enhance the performance of watermark.

IV. CONCLUSION

Sonar images are important for ocean engineering since
they very possibly contain important information such as
submarine geomorphology, marine organism, wreck re-
mains, and so on. The differences between sonar images and
NSIs, SCIs, stereoscopic images, and medical images, etc.,
in imaging mechanism, image characteristics, and utilities
lead to the failure of existing IQA methods on evaluation
of sonar image quality. Since one of the most complicated
channels should be the UAC, and the reference signal is not
entirely available for underwater transmission, we establish
a RR sonar IQA metric (PSIQP) based on the consideration
of both image perception and image understanding in this
paper. Results of experiments present that, in comparison
to the relevant state-of-the-art RR and FR IQA models on
SIQD database that consists of 840 sonar images (40 ref-
erence sonar images and 800 sonar images distorted in the
process of underwater transmission simulation), the PSIQP
metric shows better performance. The source code of new
model will be released to the public. In future work, the
transmission of reference signal will be discussed, and the
watermark will be considered to achieve reliable transmis-
sion of reference signal in underwater condition.

REFERENCES

[1] D. Clark, I. Ruiz, Y. Petillot, and J. Bell
Particle PHD filter multiple target tracking in sonar image
IEEE Trans. Aerosp. Electron. Syst., vol. 43, no. 1, pp. 409–416,
Jan. 2007.

[2] K. Lo and B. Ferguson
Automatic detection and tracking of a small surface watercraft
in shallow water using a high-frequency active sonar
IEEE Trans. Aerosp. Electron. Syst., vol. 40, no. 4, pp. 1377–
1388, Oct. 2004.

[3] K. Gu, D. Tao, J.-F. Qiao, and W. Lin
Learning a no-reference quality assessment model of enhanced
images with big data
IEEE Trans. Neural Netw. Learn. Syst., vol. 29, no. 4, pp. 1301–
1313, Apr. 2018.

[4] A. Liu, W. Lin, and M. Narwaria
Image quality assessment based on gradient similarity
IEEE Trans. Image Process., vol. 21, no. 4, pp. 1500–1512,
Apr. 2012.

[5] K. Gu, G. Zhai, X. Yang, L. Chen, and W. Zhang
Nonlinear additive model based saliency map weighting strat-
egy for image quality assessment
In Proc. IEEE Int. Workshop Multimedia Signal Process., Sep.
2012, pp. 313–318.

[6] K. Gu, J. Zhou, J.-F. Qiao, G. Zhai, W. Lin, and A. C. Bovik
No-reference quality assessment of screen content pictures
IEEE Trans. Image Process., vol. 26, no. 8, pp. 4005–4018,
Aug. 2017.

[7] K. Gu, G. Zhai, X. Yang, and W. Zhang
Using free energy principle for blind image quality assessment
IEEE Trans. Multimedia, vol. 17, no. 1, pp. 50–63, Jan. 2015.

[8] F. Shao, W. Lin, S. Wang, G. Jiang, M. Yu, and Q. Dai
Learning receptive fields and quality lookups for blind quality
assessment of stereoscopic images
IEEE Trans. Cybern., vol. 46, no. 3, pp. 730–743, Mar.
2015.

[9] F. Shao, W. Lin, S. Wang, G. Jiang, and M. Yu
Blind image quality assessment for stereoscopic images using
binocular guided quality lookup and visual codebook
IEEE Trans. Broadcast., vol. 61, no. 2, pp. 154–165, Jun. 2015.

[10] S. Li and R. Paramesran
Review of medical image quality assessment
Biomed. Signal Process. Control, vol. 27, pp. 145–154, May
2016.

[11] K. Gu, S. Wang, H. Yang, W. Lin, G. Zhai, X. Yang, and W. Zhang
Saliency-guided quality assessment of screen content images
IEEE Trans. Multimedia, vol. 18, no. 6, pp. 1–13, Jun. 2016.

[12] K. Gu, G. Zhai, X. Yang, W. Zhang, and C. W. Chen
Automatic contrast enhancement technology with saliency
preservation
IEEE Trans. Circuits Syst. Video Technol., vol. 25, no. 9,
pp. 1480–1494, Sep. 2015.

[13] J. Wu, W. Lin, G. Shi, L. Li, and Y. Fang
Orientation selectivity based visual pattern for reduced-
reference image quality assessment
Inf. Sci., vol. 351, pp. 18–29, Mar. 2016.

[14] K. Gu, G. Zhai, W. Lin, and M. Liu
The analysis of image contrast: From quality assessment to
automatic enhancement
IEEE Trans. Cybern., vol. 46, no. 1, pp. 284–297, Jan. 2016.

[15] K. Gu, G. Zhai, X. Yang, and W. Zhang
A new reduced-reference image quality assessment using struc-
tural degradation model
In Proc. IEEE Int. Symp. Circuits Syst., May 2013, pp. 1095–
1098.

[16] S. Wang, K. Gu, X. Zhang, W. Lin, L. Zhang, S. Ma, and W. Gao
Subjective and objective quality assessment of compressed
screen content images
IEEE J. Emerg. Sel. T. Circuits Syst., vol. 6, no. 4, pp. 532–543,
Dec. 2016.

[17] T. Liu, Y. Lin, W. Lin, and C. Kuo
Visual quality assessment: Recent developments, coding appli-
cations and future trends
Apsipa Trans. Signal Inf. Process., vol. 2, pp. 1–20, 2013.

[18] D. Rouse, S. Hemami, R. Pepion, and L. Patrick
Estimating the usefulness of distorted natural images using an
image contour degradation measure
J. Opt. Soc. Amer. A, Opt., Image Sci. Vis., vol. 28, no. 2,
pp. 157–188, 2011.

[19] D. Rouse, R. Pepion, S. Hemami, and P. Callet
Image utility assessment and a relationship with image quality
assessment
In Proc. SPIE, vol. 7240, 2009, Art. no. 724010.

2784 IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS VOL. 54, NO. 6 DECEMBER 2018



[20] D. Rouse, R. Pepion, P. Callet, and S. Hemami
Tradeoffs in subjective testing methods for image and video
quality assessment
Hum. Vis. Electron. Imaging XV, vol. 7527, 2010, Art. no.
75270F.

[21] M. Stojanovic and L. Freitag
Recent trends in underwater acoustic communications
Marine Technol. Soc. J., vol. 47, no. 5, pp. 45–50, Sep. 2013.

[22] X. Yu, Y. Li, W. Yang, and Y. Sun
Design and analysis of unequal error protection rateless spinal
codes
IEEE Trans. Commun., vol. 64, no. 11, pp. 4461–4473, Nov.
2016.

[23] J. Wu, G. Shi, W. Lin, A. Liu, and F. Qi
Just noticeable difference estimation for images with free-
energy principle
IEEE Trans. Multimedia, vol. 15, no. 7, pp. 1705–1710, Nov.
2013.

[24] A. Webster, C. Jones, M. Pinson, D. Voran, and S. Wolf
An objective video quality assessment system based on human
perception
In Proc. SPIE, vol. 1913, 1993, pp. 1–12.

[25] C. Hewage and M. Martini
Edge-based reduced-reference quality metric for 3-D video
compression and transmission
IEEE J. Sel. Topics Signal Process., vol. 6, no. 5, pp. 471–482,
Sep. 2012.

[26] A. Abdul and M. Isa
Underwater image quality enhancement through composition
of dual-intensity images and Rayleigh-stretching
Springerplus, vol. 3, no. 1, pp. 218–219, Sep. 2014.

[27] H. Lu, Y. Li, X. Xu, D. Donaled, and S. Seiichi
Underwater image descattering and quality assessment
In Proc. IEEE Int. Conf. Image Process., Sep. 2016, pp. 1998–
2002.

[28] J. Kalwa and A. Madsen
Sonar image quality assessment for an autonomous underwater
vehicle
In Proc. World Autom. Congress, 2004, pp. 33–38.

[29] C. Shannon
A mathematical theory of communication
Bell Syst. Tech. J., vol. 27, no. 3, pp. 379–423, Oct. 1948.

[30] I. Motoyoshi, S. Nishida, L. Sharan, and E. Adelson
Image statistics and the perception of surface qualities
Nature, vol. 447, no. 7141, pp. 206–209, May 2007.

[31] W. Xue, L. Zhang, X. Mou, and A. Bovik
Gradient magnitude similarity deviation: A highly efficient per-
ceptual image quality index
IEEE Trans. Image Process., vol. 23, no. 2, pp. 684–695, Feb.
2014.

[32] K. Gu, L. Li, H. Lu, X. Min, and W. Lin
A fast reliable image quality predictor by fusing micro- and
macro-structures
IEEE Trans. Ind. Electron., vol. 64, no. 5, pp. 3903–3912, May
2017.

[33] Z. Wang, A. Bovik, H. Sheikh, and E. Simoncelli
Image quality assessment: From error visibility to structural
similarity
IEEE Trans. Image Process., vol. 13, no. 4, pp. 600–612, Apr.
2004.

[34] D. Pelli and K. Tillman
The uncrowded window of object recognition
Nature Neurosci., vol. 11, no. 10, pp. 1129–1135, Oct. 2008.

[35] S. Saha and R. Vemuri
An analysis on the effect of image activity on lossy coding
performance
In Proc. IEEE Int. Symp. Circuits Syst., 2000, vol. 3, pp. 295–
298.

[36] W. Chen, F. Yuan, E. Cheng, and W. Lin
Subjective and objective quality evaluation of sonar images for
underwater acoustic transmission
In Proc. Int. Conf. Image Process., 2017, pp. 176–180.

[37] W. Chen, F. Yuan, and E. Cheng
Adaptive underwater image compression with high robust based
on compressed sensing
In Proc. IEEE Int. Conf. Signal Process., Commun. Comput.,
2016, pp. 1–6.

[38] A. Said and W. Pearlman
A new, fast, and efficient image codec based on set partitioning
in hierarchical trees
IEEE Trans. Circuits Syst. Video Technol., vol. 6, no. 3, pp. 243–
250, Jun. 1996.

[39] L. Kaplan, D. Stephen, S. Rick, and K. Richard
Analysis of image quality for image fusion via monotonic cor-
relation
IEEE J. Sel. Topics Signal Process., vol. 3, no. 2, pp. 222–235,
Apr. 2009.

[40] D. Chandler and S. Hemami
VSNR: A wavelet-based visual signal-to-noise ratio for natural
images
IEEE Trans. Image Process., vol. 16, no. 9, pp. 2284–2298,
Sep. 2007.

[41] L. Zhang, L. Zhang, X. Mou, and D. Zhang
FSIM: A feature similarity index for image quality assessment
IEEE Trans. Image Process. A Pub. IEEE Signal Process. Soc.,
vol. 13, no. 8, pp. 2378–2386, Aug. 2011.

[42] E. Larson and D. Chandler
Most apparent distortion: Full-reference image quality assess-
ment and the role of strategy
J. Electron. Imag., vol. 19, no. 1, pp. 1–6, Jan. 2010.

[43] L. Zhang, Y. Shen, and H. Li
VSI: A visual saliency-induced index for perceptual image
quality assessment
IEEE Trans. Image Process., vol. 23, no. 10, pp. 4270–4281,
Oct. 2014.

[44] K. Gu, S. Wang, G. Zhai, W. Lin, X. Yang, and W. Zhang
Analysis of distortion distribution for pooling in image quality
prediction
IEEE Trans. Broadcast., vol. 62, no. 2, pp. 446–456, Jun. 2016.

[45] K. Gu, G. Zhai, X. Yang, and W. Zhang
An efficient color image quality metric with local-tuned-global
model
In Proc. IEEE Int. Conf. Image Process., Oct. 2014, pp. 506–
510.

[46] A. Radosevic, R. Ahmed, T. Duman, G. Proakis, and M. Stojanovic
Adaptive OFDM modulation for underwater acoustic commu-
nications: Design considerations and experimental results
IEEE J. Ocean. Eng., vol. 39, no. 2, pp. 357–370, Apr. 2014.

[47] P. Kulkarni, A. Mulani, and P. Mane
Robust invisible watermarking for image authentication
In Proc. Int. Conf. Emerg. Trends Electr., Commun. Inf. Tech-
nol., Dec. 2017, pp. 193–200.

[48] B. Jagadeesh, P. Kumar, and P. Reddy
Robust digital image watermarking based on fuzzy inference
system and back propagation neural networks using DCT
Soft Comput., vol. 20, no. 9, pp. 1–8, Sep. 2016.

[49] H. Bi, X. Li, Y. Zhang, and Y. Xu
A robust CT-SVD composite watermarking scheme
J. Comput. Inf. Syst., vol. 6, no. 3, pp. 873–880, Mar. 2010.

[50] D. Coltuc
Towards distortion-free robust image authentication
J. Phys., Conf., vol. 77, no. 1, p. 12005, 2007.

[51] Y. Zhang, H. Bi, and H. Zhang
Robust watermarking scheme by harris interest regions
J. Comput. Inf. Syst., vol. 8, no. 20, pp. 8421–8429, Oct. 2012.

CHEN ET AL.: PARTIAL-REFERENCE SONAR IMAGE QUALITY ASSESSMENT FOR UNDERWATER TRANSMISSION 2785



Weiling Chen received the B.S. degree in communication engineering from Xiamen
University, Xiamen, China, in 2013. She is currently working toward the Ph.D. degree in
communication and information system at Xiamen University, Xiamen, China.

From September 2016 to December 2016, she was a visiting scholar at the School
of Computer Science and Engineering, Nanyang Technological University, Singapore.
Her current research interests include image quality assessment, image compression, and
underwater acoustic communication.

Ms. Chen is the Reviewer for IEEE International Conference on Image Processing
(ICIP) in 2016, ICIP 2017, IEEE ACCESS, and T-IP.

Ke Gu received the B.S. and Ph.D. degrees in electronic engineering from Shanghai Jiao
Tong University, Shanghai, China, in 2009 and 2015, respectively.

His research interests include image quality assessment and air quality prediciton. Dr.
Gu is the Associated Editor for IEEE ACCESS and Reviewer for 20 top SCI journals.
He was the recipient of the Best Paper Award for the IEEE International Conference on
Multimedia and Expo and Excellent Ph.D. thesis award from the Chinese Institute of
Electronics in the year of 2016. He is the leading organizer of special session in VCIP2016
and ICIP2017.

Xiongkuo Min received the B.E. degree in electronics and information engineering from
Wuhan University, Wuhan, China, in 2013. He is currently working toward the Ph.D. degree
in information and communication engineering with the Institute of Image Communication
and Network Engineering, Shanghai Jiao Tong University, Shanghai, China.

From 2016 to 2017, he was a visiting student with the Department of Electrical
and Computer Engineering, University of Waterloo, Waterloo, ON, Canada. His research
interests include image quality assessment, visual attention modeling, and perceptual signal
processing.

Mr. Min received the Best Student Paper Award of International Conference on Mul-
timedia and Expo 2016.

Fei Yuan received the B.S., M.S., and Ph.D. degrees in electronic engineering from Xiamen
University, Xiamen, China, in 2002, 2005, and 2008, respectively.

He is currently an Associate Professor and a Supervisor for master with Xiamen Uni-
versity. His main research interests include underwater acoustic communication, marine
information, image processing, and embedded system.

Dr. Yuan is the member of China Institute of Communications, the Acoustical Society
of China, and IET. He is the reviewer for Journal of Xiamen University, Chinese Journal
of Acoustics, Chinese Journal of Scientific Instrument, Applied Acoustic, IJNAOE, etc.
He is also the review of provincial and state projects such as Natural Science Foundation
of China, scientific planning subjects of Xiamen, etc.

2786 IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS VOL. 54, NO. 6 DECEMBER 2018



En Cheng received the B.S., M.S., and Ph.D. degrees in electronic engineering from
Xiamen University, Xiamen, China, in 1985, 1988, and 2006, respectively.

He is currently a Professor and a Supervisor for Ph.D. candidates with Xiamen Univer-
sity. He is the standing Deputy Director with the Key Laboratory of Underwater Acoustic
Communication and Marine Information Technology, Ministry of Education, Xiamen Uni-
versity. Since 2002, he has been the senior member of the Chinese Institute of Electronics.
From 2003 to 2012, he was the Department Head with the Department of Communica-
tion Engineering, Xiamen University. He authored and coauthored more than 50 papers
in international journals and conferences. His main research interests include underwater
acoustic communication and networks.

Wenjun Zhang (F’11) received the B.S., M.S., and Ph.D. degrees in electronic engi-
neering from Shanghai Jiao Tong University, Shanghai, China, in 1984, 1987, and 1989,
respectively.

From 1990 to 1993, He was a Postdoctoral Fellow with Philips Kommunikation Indus-
trie AG, Nuremberg, Germany, where he was actively involved in the developing HD-MAC
system. He was the Faculty of Shanghai Jiao Tong University, Shanghai, China, in 1993
and became a Full Professor with the Department of Electronic Engineering in 1995.
As the national HDTV TEEG project leader, he successfully developed the first Chinese
HDTV prototype system in 1998. He was one of the main contributors to the Chinese
Digital Television Terrestrial Broadcasting Standard issued in 2006 and is leading team in
designing the next generation of broadcast television system in China from 2011. He holds
more than 40 patents and authored or coauthored more than 90 papers in international
journals and conferences. His main research interests include digital video coding and
transmission, multimedia semantic processing, and intelligent video surveillance. He is a
Chief Scientist of the Chinese National Engineering Research Centre of Digital Television,
an industry/government consortium in DTV technology research and standardization, and
the Chair of Future of Broadcast Television Initiative Technical Committee.

CHEN ET AL.: PARTIAL-REFERENCE SONAR IMAGE QUALITY ASSESSMENT FOR UNDERWATER TRANSMISSION 2787



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


